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Age estimation remains challenging because of its high dependence on small facial 

changes (based on individual propagation, increased wrinkles, and even racial or gender 

factors). In the past decade, some learning models of neural network based on image anal-

ysis have been rapidly developed to overcome such limitations. In this study, we developed 

a novel method, namely correlation-refined convolutional neural network (CR-CNN), 

based on some deep learning model (AlexNet). Additional to the parameters in model, the 

CR-CNN model considers a specific learning network, in which the neuron parameters 

along with refined facial features at various field-of-view levels have determined through 

canonical correlation analysis (CCA). Such a novel learning strategy, called low-to-mid-

dle-level-features retained transfer learning (LMLFR). Through LMLFR, the feature maps 

in CNN would be reorganized and join as new layer. That means the maps with high CCA 

values, in which neurons have high coadaptation with respect to feature-map values, are 

averaged and flattened; and contrarily, the maps with low CCA values are retained for the 

low-coadaptation neurons. All refined layers are then subjected to principal component 

analysis to further reduce dimensionality. At the output layer, classification is executed 

through support vector regressions (SVR) and Marginal Fisher Analysis (MFA) to over-

come the non-Gaussian distributions of refined features on different layers. Experiments 

were conducted using images obtained from the well-known MORPH dataset, and the re-

sults indicated that for age estimation, the proposed model outperformed commonly used 

methods; the error range was approximately −5 to +5, covering approximately 80% of the 

learning age range. The proposed model constitutes a novel approach to feature refinement 

and can potentially become the basis of extensive applications.  

 

Keywords: age estimation, CNN, transfer learning, deep learning, canonical correlation 

analysis 

1. INTRODUCTION 

Nonverbal and visual information is mostly conveyed through facial expressions. 

Differences in age, gender, expression, and even mental or confidence can be determined 

on the basis of tiny muscle changes or wrinkles using facial expression information. Esti-

mating human age using only face images is problematic because facial features exhibit 
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extremely small variations and individual conditions vary. Age categorization is feasible 

for babies, young and elderly people because estimating the categories of such individuals 

is relatively easy [1]. However, only age ranges with specific individual factors are suitable 

for such categorization processes. This method for large age ranges cannot provide suffi-

ciently accurate estimations. Recent research proposed strategies which involve multiple 

classification systems for improving age categorization accuracy [2]. Such strategies entail 

the use of sequential age patterns to represent individual facial variations, but they usually 

need highly complicated computing and are marred by the problem of outliers. Subsequent 

research has proposed an innovative strategy based on ordering and ranking concepts; in 

this strategy, age estimation is conducted using an ordinary sequence and is considered a 

double-classification problem [3, 4]. Furthermore, several strategies have been developed 

for deriving efficient feature maps [5-7].  

In general, efficient feature map usually locates at the latter layers and can represent 

highly semantic image features. In addition, they perform lower co-adaptation action with 

others, so that those neurons achieve better balance between specificity and generality to 

acquire higher accuracy during model testing time [8]. The major contributions of this 

study can be considered as two parts. At first, the proposed CR-CNN innovatively evalu-

ates the efficiency of feature maps in hidden layers based on the CCA values of different 

filters, and is accordingly determined by the proposed LMLFR strategy based on the 

AlexNet structure. Secondly, the new layer for feature refinement is added to minimize 

feature redundancy according to LMLFR result with PCA transformation to achieve effi-

cient dimension reduction. Meanwhile, the SVR and MFA are adopted in classification to 

tackle non-Gaussian distribution. Accordingly, the CR-CNN successfully achieve a good 

balance between overfitting and underfitting problems by deriving efficient feature maps 

to improve model accuracy.  

We proposed this paper with following structure: In Section 2, the state-of-the-art 

CNN-related methods for age estimation have been introduced; in Section 3, the proposed 

method has been described; in Section 4, the materials and experiments are discussed, and 

later conclusions and future works are presented in Section 5. 

2. RELATED WORK 

Age estimation procedures can be divided into two parts: age feature extraction and 

feature-based age estimation. Regarding age feature extraction, Kwon and Lobo have ap-

plied craniofacial development theory and skin wrinkle analysis to estimate human age [5, 

9]. However, these methods cannot provide sufficient accuracy, and their applications are 

limited. Guo investigated biologically inspired features using a pyramid-type Gabor filters 

to obtain a wider range of features in order to partially overcome personal aging variations 

in cross-race age estimation [6].  

To overcome age estimation problems, several CNN-related age estimation methods 

have been developed. Geng developed an innovative approach to model aging patterns 

through a time-order sequence of face images of individuals, and called as aging pattern 

subspace (AGSE) [2]. Another study considered a multitask learning problem and accord-

ingly developed a general age estimation model called multi-task warped Gaussian process 

(MTWGP) [10]. In this model, a kernel function and Gaussian mixture model are employ- 
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ed to merge the properties of individually learned parameters. Additionally, because age 

data has sparsely distribution and the its use in training would affect estimation accuracy, 

some continuous-type data must be extracted (such as ranking or cumulative data). Chang 

[4] adopted relative ordering information (rather than age data) with respect to labeled data 

in a dataset and divided an ordered hyperplane into two groups to simplify the multiple-

classification problem (OHRANK). 

In the last decade, researchers have developed age estimation strategies after consid-

ering various aspects [11, 12]. Studies have explored approaches for determining optimal 

network structures and using dataset characteristics as prior knowledge (i.e., using pre-

training parameters) in order to develop innovative networks. However, optimal structures 

that can change hidden activities in networks and the mechanisms underlying the function 

of such structures have yet to be resolved. Liu [11] adopted a compound structure of deep 

CNNs with end-to-end approach, called ageNet, in which the parameters should be pre-

trained initially using large-scale datasets. In ageNet, the classification and Gaussian-based 

regression are combined to solve estimation problem. The general-to-specific deep transfer 

leaning plays a crucial role in decreasing overfitting, and thus increases estimation accu-

racy. In experiments, ageNet outperformed several famous strategies on benchmark data-

bases. Furthermore, Yosinski discussed the benefits of transfer learning by conducting 

some representative experiments [8] and determined that coadaptation between neurons 

can be reduced through such learning. He reported the necessity of reducing overfitting 

through the use of strategies such as dropout approaches, transfer learning, and decorrela-

tion neural networks [8, 12, 13]. Accordingly, this study developed a CR-CNN system in 

which pre-training parameters are determined using a general-purpose dataset for transfer 

learning. The study subsequently investigated the coadaptation of feature maps using cor-

relation information. The results indicated that the proposed method outperformed some 

famous methods. 

3. METHODS 

3.1 CNN Models 

CNNs are commonly used in many fields because of their high efficiency and accu-

racy in modeling complex classification and segmentation problems. In general, CNN con-

tains convolution and full-connected layers with interlacing positions, with applying for-

ward and back propagations by stochastic gradient descent optimization. Recently, in deep 

learning strategy, in order to overcome highly variant features in facial images, scholars 

have recommended the use of additional layers which could extract geometry-invariant 

and location-invariant properties of features at different levels. Research thus applied some 

benchmark structures, such as AlexNet, to explore strategies and reported inspiring results 

[14]. 

Basically, there are three stages in a basic CNN, namely a convolution layer, a pooling 

layer, and active function transformation. The convolution layer plays a crucial role in the 

integration of neighboring data filtered using specific weighting masks (called kernels). 

Different kernels are used to apply to the neuros of current layer and would conduct various 

feature maps on subsequent layers. Thus, image characteristics can be efficiently extracted; 

for example, low-level visual features such as edges or shapes, and high-level visual fea- 
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tures such as regions or structures can be extracted. The pooling layer plays a role in sub-

sampling for dimensional reduction. In our proposed CNN, a rectified linear unit, which 

can provide faster network convergence, is applied as the activation function [15]; a max 

polling strategy is also used in the CNN. Thus, in a fully connected output layer, a softmax 

function is applied to restrict node weightings to a probability value ranging from 0 to 1. 

A back-propagation algorithm computes changes in node weightings () to minimize the 

cost function (J()). 
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where m is the number of data, and  is the learning rate. 

3.2 Network Structure  

The proposed network structure is based on AlexNet, which has been reported to ex-

hibit high performance on several benchmark databases. The proposed network comprises 

an input layer (with a 227 ×  227 RGB image being the input data), seven convolution layers, 

and three fully connected layers including the output layer (Fig. 1). In the first convolution 

layer, a kernel with an 11 ×  11 convolution mask of stride 4 and 96 specified filters with 

various weighted kernels are applied. Thus, 96 feature-map images measuring 55 ×  55 are 

obtained. The second layer reduces the feature-map size to 27 ×  27 using the max pooling 

strategy. Moreover, the convolution layer and the pooling layer have been arranged as in-

terpolated positions from three to seven layers. Subsequently, the feature map is then flat-

tened as the fully connected layer, and the total number of neurons is 4096. Finally, the 

third fully connected layer exhibits 80 neurons, representing activations for ages ranging 

from 1 to 80 years. 

3.3 Training Strategy 

The general features are perceived in a small field of view (FOV) in human visual 

system. The features fit low-level visual perception and thus generally appear in wide-

range images, and called the low-level features (i.e., that indicate simple edges or points 

in image). On the other hand, the specific features perform in a large FOV and only appear 

in specific-domain images, called high-level features (i.e., that contain compound struc-

tural features of image). 

In order to achieve accurate estimation, the applied training strategy must take into 

accounts both underfitting and overfitting problems. For avoiding overfitting problem, 

more data with general features, as training data is necessary; but regarding to the under-

fitting problem, specific features have been assigned. During training model, these two 

problems would be determined as from general features in the shallow layers to specific 

features learnings in the deeper layer. Thus, to select proper combination of layers so as to 

make good balance between two problems is crucial in model structure. In a CNN, low-
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level features are learned on shallow network layers and high-level features are learned on 

deep layers [16]. Furthermore, due to high sparsity of the aging data, few training data for 

some age ranges may conduct specific features on layers to aggravate overfitting problem. 

Thus, we propose transfer learning for model training.  

As we known, skin color, wrinkle, beard, and musculature features vary in aging hu-

mans; and small changes in low-level features are thus considerably less discriminative. 

We attempt to increase the discrimination by using the pre-trained parameters on larger 

image dataset (called the transfer learning) in from low-level to mid-level feature maps. 

The proposed model is based on an 8-layer AlexNet framework, whose parameters are 

acquired from the ImageNet dataset with approximately 15,000,000 labeled images over 

22,000 image classes [17]; therefore, the parameters are highly suitable for general images. 

 
Fig. 1. Proposed CR-CNN based on an AlexNet structure. 

 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 2. (a) LMLFR processing; In the proposed CR-CNN, layers C1-C4 are used for training through 

transfer learning using pre-trained parameters from other dataset; while the C5, FC1-FC3 are new 

trained layers; (b) CCA hot map of layer C1 and (c) CCA hot map of layer FC1.  

Transfer learning 



JIANN-SHU LEE, CHUNG-WEN CHANG, TENG-WEI KAO, JING-WEIN WANG 

 

1440 

 

Specifically, the parameters acquired from the training results of ImageNet can be 

applied to all convolution layers to determine the number of layers that should be used as 

transfer learning. Accordingly, we conducted experiments to determine the suitable num-

ber of layers with transfer learning; and the results revealed that the C1-C4 layers could be 

used by transfer learning because such network structure engendered the lowest model 

error (Fig. 2). 

3.4 Feature Refinement 

In CNN models, the last two layers are mostly extracted as feature mapping layers. 

This approach may not be applicable to all physical situations. As reported by Zeiler [16], 

with image processing aspect, some individual-layer neurons in CNN would perform es-

pecially well for representing specific high-level or low-level visual features. That means 

it is potentially improve model performance by evaluating the performance of different-

layer feature mappings and then to refine the resultant mapping diagrams. This is also the 

key inspiration of the proposed method. Furthermore, Yosinski [8] figured out the coadap-

tation in hidden-layers activities can affect the estimation accuracy. Hence, some decorre-

lation in loss function have been adopted later [14]. Accordingly, we propose our innova-

tive system to address coadaptation problems and thus refine features in layers. 

Because featured-mapping diagrams would be produced in the consequence of con-

volution layers, the first stage of refinement, as shown in Fig. 2, is to evaluate the correla-

tion and dependency between feature maps. Accordingly, a study proposed a canonical 

correlation analysis (CCA) approach, which has been successfully used to evaluate affine-

invariant features in image processing [17]. In one layer, to extract low-level visual fea-

tures (i.e., edges or textures), various filters can be applied in specific directions to derive 

feature maps. As an image object is usually composed of many simple structural edges or 

textures, they exhibit affine invariant and be evaluated by CCA (rather than normal corre-

lation analysis). Thus, neurons associated with such low-level features (extracted by dif-

ferent kernels) exhibit high coadaptation because they all tend to exhibit affine invariant 

properties of the same image object, with respect to CCA. Notably, the CCA approach 

does not apply to high-level visual features because they exhibit no properties of direction 

or affine invariants. 

Feature refinement is typically executed to determine feature map diagram with min-

imal interneuron feature redundancy. Therefore, we can compute CCA values to evaluate 

the coadaptation degree between low-level feature maps of different filters in each layer. 

The computation of CCA values is described as follows. For paired data sets X (with p 
dimension) and Y (with q dimension), which are also called random variables in probability 

(i.e., two feature maps of different filters in the proposed network), we may find two coef-

ficient vectors A and B, such that the linear-mapped random variables ATX and BTY achieve 

maximum correlation (). In equations, Var() and Cov() represent the variance and the 

covariance matrices respectively. With new notations X* = ATX and Y* = BTY applied, the 

found coefficients must satisfy the conditions Var(X*) = AXXA = 1 and Var(Y*) = BYYB 

= 1 (where the MN indicates the covariance of M and N, with M, N{X, Y}). Then the 

CCA value is computed and denoted as (X*, Y*).  
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CCA can be used to determine the correlation between sets of high-dimensional data. 

However, to correctly acquire such two vectors, as reported previously [17], the eigenvec-

tors of the covariance of the two data sets X and Y must be used. Figs. 2 (b) and (c) illus-

trate a hot map of CCA values in two feature mapping diagrams for a specified network 

layer. For example, using 96 kernels can result in 96 maps in the C1 layer; thus, the CCA 

hot map exhibits 96 × 96 values. In the proposed network structure, C1-C5 are shown to 

exhibit high CCA values. By contrast, the CCA values derived for the fully connected 

layers are shown to be low in Fig. 2 (c).  

In common, the high coadaptation neuros in neural network would reveal much re-

dundant parameters to reduce the model training and testing performance. That means too 

much highly-correlated neurons would strongly force model into over-fitting performance. 

Thus, some solutions of dropping node have been developed. Aruni conducted a study on 

a CNN model [18] and showed that the duplication reduction would efficiently improve 

the performance for CNN models. 

To achieve efficient feature refinement in CNN models, the diversity of feature maps 

should be ensured. Accordingly, in the proposed method, feature maps are re-arranged 

according to their CCA values. One diagram of averaging high-CCA featured maps would 

be acquired, because it can decrease redundant information to alleviate overfitting. That 

means only one 55  55 featured-mapping diagram is acquired from averaging the original 

96 diagrams (55  55) in the proposed system. We call that as the averaged feature map 

(AFM). Moreover, some degree of dimensional reduction is achieved. By contrast, for 

fully connected layers, future maps must be preserved because they have low CCA values. 

Such maps can be cascaded to produce a cascaded feature map called designated concate-

nated feature (CF). Consequently, eight (C1-C5 AFMs and FC1-FC3 CFs) rearranged fea-

ture maps are obtained from the inner layers of the CNN model; for each map, the principal 

component analysis (PCA) can be conducted for dimensional reduction. Fig. 3 presents 

vectors with maximum eigenvalues, which are representative feature maps of individual 

AFMs and CFs. All representative maps can be cascaded and flattened to form a feature 

refinement layer. Considering the non-Gaussian distribution of such cascaded feature data, 

the marginal Fisher analysis (MFA) can be applied for efficient dimensional reduction, 

resulting in data called MFA features [19]. Finally, support vector regression (SVR) can 
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be applied to map the refinement layer to the output layer as the age data, as illustrated in 

Fig. 3 (c). 

 

 
(a) 

 
(c) 

 
(b) 

Fig. 3. (a) Refinements for low-CCA layer (map to AFM) and (b) high-CCA layer (map to CS); (c) 

Contents of feature refinement layer (MFA feature) and associated methods. 

4. EXPERIMENTS AND RESULTS 

To demonstrate the performance of our method, we conducted experiments to assess 

age estimation accuracy by using mean absolute error (MAE) and cumulative score (CS), 

two commonly used measures. MAE is based on the absolute error between actual and 

estimated ages. CS represents the ratio of data inside a target range; that is, in a selected 

error range, CS represents the ratio of estimated ages for which the errors are lower than 

the established tolerance level. These measures can be derived as follows: 

1

1
| |                  100%

N a
n n an

N
MAE g e CS

N N=


= − =   

where gn and en denote actual and estimated ages, respectively, N denotes the number of 

data sets, and Na denotes the number of estimated data sets within the error bound of a 

(called the tolerance-error range). 

4.1 MORPH Dataset 

We used the MORPH dataset as the benchmark in our experiments [9]. This dataset 

contains 55132 face images of 13618 individuals aged 16-77 years. Four images are avail-

able for each person, and the dataset includes various sexes and races. 

4.2 Data Description 

For fair comparisons, we used the same data setting as did previous works (Table 3). 

We selected images of white people only from the MORPH dataset, collecting 5475 face 

images of 2648 people. We randomly selected 80% of the images as training data, with the 

remaining 20% serving as testing data. The training and testing data exhibited no overlap, 
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and about 80% data are selected from the range of 20-40 ages. Moreover, only few of the 

selected people were aged > 50; this could thus affect our model’s accuracy in estimating 

their ages. 

4.3 Preprocessing 

Preprocessing was conducted to determine regions of interest (ROIs) in face images. 

We employed the active appearance model (AAM) algorithm (implemented using Open 

CV Library) and then developed a convex hull as an ROI based on AAM landmarks [20]. 

Subsequently, face images were preprocesses for scaling and rotating to obtain a patch of 

normalized data. 

4.4 Instruments 

The hardware comprised a Windows 7 personal computer with a Core i7-3770 3.40 

Hz CPU with a GPU of GTX970 4 GB. Matlab and C++ programs constituted the software. 

In the proposed CR-CNN, each model spent > 20 min, on average, in the training stage. 

4.5 Experimental Results 

The proposed CR-CNN includes several layers for transfer learning. For training, pre-

training parameters for low-level and mid-level image features (hereafter designated as 

LMLFR) were used. However, we had to determine the optimal layers for use in transfer 

learning. Accordingly, we applied various layers (none, C1 to C2, C1-C3, C1-C5, and ad-

ditionally FC1) along with their relevant parameters and evaluated the associated learning 

time and MAEs. The experimental results indicated that the C1-C4 layers were associated 

with the lowest MAE in the MORPH dataset (MAE = ~4.49); therefore, these layers were 

used for transfer learning. 

Table 1. Evaluations for the determination transfer-learning layer.  

Transfer-learning 

layers 
All None C1, C2 C1-C3 C1-C4 C1-C5, 

C1-C5, 

FC1 

Random weightings None All 
C3-C5, 

FC1-FC3 

C4-C5, 

FC1-FC3 

C5, 

FC1-FC3 
FC1-FC3 FC2-FC3 

Adjust transfer 

learning weightings 
None None None None None None None 

Adjust random 

weightings 
None Yes Yes Yes Yes Yes Yes 

MAE 14.75 6.8 5.46 4.77 4.49 4.99 5.34 

Learning time 0 180 90 60 20 5 4 (mins) 

 

Immediately after determining the layers for LMLFR, the experimental data have 

been designed. We divided all images randomly into five parts, thus obtaining five data 

sets for model training. In each training trial, four of the five data sets were considered 

training data and remaining one was considered testing data. Thus, five training trials were 

conducted by varying the data sets that served as training or testing data. Model accuracy 

was evaluated using MAE and CS. The mean, standard deviation (std), and std of error 
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mean obtained are presented in Table 2. We also compared the proposed CNN without CR 

(f_error) and with CR (f_CR_error). Table 2 presents the CS results. Subsequently, to val-

idate the significance of refinement, the paired t test was performed for the five trials, as 

presented in the last two columns of Table 2. For example, the t value was 8.639 for trial 

1, which was significant (p < 0.05), indicating that the difference between f1_error and 

f1_CR_error was significant (two-tailed significance and 95% confidence interval).  

 

 
Fig. 4. Error distribution observed for proposed method. 

 

Fig. 4 illustrates box plots of the error distribution for the proposed method, indicating 

mean, third quartile, first-quartile, minimum, and maximum values. The MAE distribu-

tions for all ages ranged from +5 to −15. On average, approximate 80% ranges of the whole 

data performed good enough results with the MAE ranged from −5 to +5. In addition, the 

MAE values were large for people aged >55 years because of the imbalance in age data 

used for training, thus inducing overfitting, which prevented thorough model training. The 

problem of overfitting could be overcome by using an adequately large data set, and then 

the MAE may decrease as the number of data increased expectedly. 

5. DISCUSSION AND CONCLUSION 

As revealed by the experimental results, adding feature refinement layers in the pro-

posed CNN models enhances model performance. For the five data sets used in our exper-

imental trials, the CR-CNN always outperformed the CNN without CR. In all trials, the 

proposed CR-CNN exhibited smaller MAE, std, and mean error std values than did the 

CNN without CR. The lower std indicates the higher convergence of the model. Addition-

ally, the lower mean error std signifies higher model performance. This finding indicates 

that most cases presented near-zero mean error, signifying high model stability. Compared 

with other commonly-used models, the MAE value of the proposed method was only 3.92 

(Table 2).  
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Table 2. MAE values for five trials data and (two columns on right side) paired t test con- 

ducted to compare performance of proposed CNN with and without refinement.  

 
Mean m Std. 

Std. Error 

Mean 

Mean of 

 difference 

Significance 

 t(p)(2-tails) 

Trial1 
f1_error 4.4927 1094 4.03659 .12204 

.58501 8.6 (< 0.05) 
f1_CR_error 3.9077 1094 3.55478 .10747 

Trial2 
f2_ error 4.4779 1084 3.86457 .11738 

.54982 7.7 (< 0.05) 
f2_CR_error 3.9280 1084 3.41719 .10379 

Trial3 
f3_ error 4.4687 1118 3.98435 .11916 

.52236 6.1 (< 0.05) 
f3_CR_error 3.9463 1118 3.62286 .10835 

Trial4 
f4_error 4.5262 1108 3.99890 .12014 

.63448 6.7 (< 0.05) 
f4_CR_error 3.8917 1108 3.41221 .10251 

Trial5 
f5_error 4.5000 1062 4.01311 .12315 

.52448 6.5 (< 0.05) 
f5_CR_error 3.9755 1062 3.44026 .10557 

 

 

Table 3. Comparison with other methods. 

Method MORPH 

(measured in MAE) 

AGES. 8.83 

SVR 5.77 

MTWGP 6.28 

OHRank 5.69 

CA-SVR 5.88 

DLA 4.77 

Proposed 3.92 
 

 
Fig. 5, Ratio of acceptable estimation errors (i.e., 
error not larger than the tolerance-error range) 

obtained by setting specified CS. 

 

CS can be used to determine ratios of acceptable estimation errors (error must be 

within the tolerance-error range), as illustrated in Fig. 5. The proposed CR-CNN had the 

highest performance in the various ranges of estimation errors compared with partial least 

squares (PLS), support vector machine (SVM), CCA, and support vector regression (SVR) 

methods. For example, when the target range of CS was 10 (estimation error < 10), the 

ratio of acceptable estimation results was 91.9% for the selected MORPH dataset.  

This study developed a novel deep-learning structure (CR-CNN) for age estimation 

based on AlexNet and determined that this method outperformed other famous methods. 

The proposed CR-CNN includes a new strategy of transfer learning (LMLFR), which is 

used to achieve balance between overfitting and underfitting. To extract efficient (less 

coadaptation) and low-dimensional feature maps, the diversity of features is determined 

by evaluating CCA values in different layers. For each average and cascaded maps, the 

PCA is applied for first-stage dimension reduction. Then, dimension of the final feature 

layer (obtained by combining feature maps to achieve a non-Gaussian distribution) is also 

further reduced using MFA. The subsequent output is estimated using SVR. Experiments 

validated the accuracy and efficiency of the proposed CR-CNN.  
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Because the data used in this study were obtained from the MORPH dataset, the CR-

CNN model was determined to be suitable for white people and may not applicable in age 

estimation for people of other races because the age properties of faces can be different 

from those in the training data. Thus, retraining the model using data for people of different 

races is necessary to acquire an accurate age estimation model. In addition, the robustness 

of the proposed CR-CNN can be validated using other datasets in the future. Thus, the 

proposed CR-CNN model may provide a feasible approach for age estimation in many 

fields. 
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