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Prediction intervals of an ordered observation from Pareto

Distribution based on Doubly Type Il censored samples

ABSTRACT

Pareto Distribution is widely used in biostatistics and economics areas. In this paper, we provide
some suitable pivotal quantities for estimating the prediction intervals of the jth future ordered
observation in a sample of size n from the pareto distribution based on doubly type Il censored
samples. We also give simulation study to analyze its feasibility of pivotal quantities. Finally, two

illustrative examples are also included.

Keywords: pivotal quantity, doubly type 11 censored samples, pareto distribution, approximation
maximum likelihood estimation.



1. INTRODUCTION

Pareto Distribution is widely used in many different areas, especially in biostatistics, insurance
and management (see Johnson etc., 1995). The probability density function (pdf) of a pareto

variable X is simply given by

U <Y <00,
) = B s Yo Ey oo —w0 <y <o,
“« ¢ o>0,>0

and the corresponding cumulative distribution function (cdf) is

F(x)=1-@+2=£)7 (1)
O

where x and o are location and scale parameters, respectively. The notation Y ~P(u, o > 8) will
be used to indicate that a random variable X has c.d.f. (1).

In life testing experiments, the experiment may not be always in a position to observe the life
times of all the items put on test. In this paper , we suppose the parameter 5 is known. This may
be because of limitation and/or other restrictions (such as money, and material resources, etc.) on

data collection. In this article, we consider doubly type Il censored data that out of n items put on

life test, the middle k items X ., <X, << X, have been observed only and the life times

for the rest r+s components remain unobserved or missing (Upadhyay et al., 1996). Gupta et al.
(1967) have worked out and established tables for the best linear unbiased estimation (BLUE) of
u and o based on the doubly censored samples for selected sample size up to 25 and for some
selected choices of censoring. This tables have been extended by Balakrishnan (1990) for sample
sizes up to 40.

In this paper, we estimate the prediction intervals of unknown observations. We provide some

suitable pivotal quantities and refer to AMLE estimators to give a pivotal quantity for estimating the



prediction intervals. The fully structure of the paper is as follows. Section 2 lists our providing
pivotal quantities. In section 3, we offer two examples to illustrate the methods in this paper. A brief

discussion is included at last.



2. METHODS AND RESULTS

We provide some suitable pivotal quantities that are independent with 4 and o parameters to
estimate the prediction intervals of unknown observations. Let

AR~ Ko e
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From (3) ~ (11), we know the pivotal quantities V\A/1 ~ V\A/4 are arithmetic mean, W, ~ W, are
geometric mean. Because @ Xk % are derived from n order statistics of P(0,1),

y P y ey

we can easily prove that V\A/l ~ \/\A/9 pivotal quantities do not depend on x ando. Hence, the

distribution of L]t only depend on n, Jj,r, s, butnoton g ando. Thus

Xip = Xos) ;
1-a=P{0 < ————<U0,(1-;n, ],r,S)
W

t

= P{X g < Xy < Xy +W0 A=z, jir,8)) t=1,..9.

Therefore, (X, g, X g +V\A/t0t (—a;n, j,r,s)) are one-sided 100(1- « )% prediction intervals of

X basedon n—s—r observations.



3. ILLUSTRATED EXAMPLES

There are two illustrative examples as follows.

Example 1. We consider the following 20 observations data (Davis, 1952). Suppose the last 50%
data were censored . The first 10 observations are given below:

785, 855, 905, 918, 919, 920, 929, 936, 948, 950
In this case, we have n=20, r=0, and s=10, and apply our methods to estimate the one-sided 95%

prediction intervals of X(11) and X12), respectively. The estimation results are presented in Table 1.

Table 1. the one-sided prediction intervals and the percentiles of ljt (t=1,...,8)

One-sided One-sided

95% 95%
u, (0.95;20,11,0,10) 4, (0.95;20,12,0,10) prediction prediction
intervals intervals

of Xy  of X

. (950, (950,
U, 0.3310 0.5599

994)  1035)
. (950, (950,
U, 0.2543 0.4257

988)  1020)
. (950, (950,
U, 0.3572 0.6137

995)  1037)
. (950, (950,
J, 0.2643 0.4518

988)  1024)
. (950, (950,
U, 0.4041 0.6977

1003)  1041)
. (950, (950,
U, 0.2845 0.4793

992)  1030)
. (950, (950,
U, 0.4815 0.8423

1009)  1056)
. (950, (950,
U, 0.3130 0.5284

994)  1035)

From Table 1, we can find that using L]z, and 04 could get the shorest prediction intervals in

all of the other pivotal quantities in Example 1.



Example 2. The following data (Sarhan and
Greenberg, 1962) presented the measurements
results of an experiment to measure the
strontium-90 concentrations in samples of milk.
Because the measurement error known was
existed at the extremes, the two smallest and the

three largest observations were censored. The

remaining five observations are given below:
8.2,8.4,9.1,9.8,9.9

In this case, we have n=10, r=2, and s=3, and

make use of our methods to estimate the

one-sided 95% prediction intervals of X and

X@) , respectively. The estimation results is

listed in Table 2.

Table 2. the one-sided prediction intervals and the percentiles of ljt (t=1,...,8)

(i, (0.95;10,8,2,3) (i, (0.95;10,9,2,3)

One-sided 95%
prediction

One-sided 95%
prediction

intervals of X intervals of X

U, 1.9108 3.8040
U, 1.4787 2.9011
U, 2.7583 5.5957
U, 1.8874 3.7828
U, 2.7638 5.6030
U, 1.8359 3.6672
U, 5.7004 12.4846
U, 3.2393 6.8155

(9.9, 12.01) (9.9, 14.10)
(9.9, 11.90) (9.9, 13.86)
(9.9, 11.87) (9.9, 13.86)
(9.9, 11.80) (9.9, 13.68)
(9.9, 12.21) (9.9, 14.66)
(9.9, 11.98) (9.9, 14.05)
(9.9, 12.48) (9.9, 15.55)
(9.9, 12.08) (9.9, 14.48)

From Table 2, we can see that using L]Z, 03, and 04 could get the shorest prediction intervals in

all of the other pivotal quantities in Example 2.



5. DISCUSSION

Since all providing Ul~ljg statistics are

pivotal quantities and make use of simple

algebraic expressions to represent ordered
observations directly, the calculations are not
difficult.

From the Table 1 and 2, the length of

prediction intervals of unknown observations,

we find the length of le~L]4 are smaller than

~

05~U8. The former use arithmetic mean

expressions (V\71~V\74) as denominators, and the

latter take geometric mean expressions

(W,~W,) as denominators. As a whole, the

smallest is ljg which use AMLE of o

pivotal quantity as denominator.

The performance of ljz is the best from
the results of U,~U,. From the simulation

outputs presented, the error L]z ’s results is less

than 1%. However, it is very easily for making
tables of different doubly censored data because
of the convenience and efficiency computers.
Hence, it is very conveniently for estimating the
of unknown ordered

prediction intervals

observations when we adopt sz :
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